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1 Introduction

This article is about the analysis of the most common form
of nonlinearities and distortions in the acoustical field. Both
negative aspects and useful application will be shown. But
the main topic of the article is to disprove many wrong ideas
about distortions, that we usually think true without dis-
cussing them.

1.1 Definitions

Let’s give some definitions used in this article. Atransfer
function is a functionf : R −→ R whereR is the domain
of the signal. A transfer function is an object that alters a
signal by a relation between the instant input value and the
instant output value. If the function is linear, it is called
amplifier ; if it is not linear, it is callednon linear func-
tion or nonlinearity or waveshaper. A non linear function
f :] −∞, +∞[−→ [a, b] is calledsaturation or softclip if
satisfies these conditions:

1. f is surjectiv

2. limx→−∞ f(x) = a andlimx→+∞ f(x) = b

3. limx→±∞ f ′(x) = 0

4.





f ′′(x) > 0 for x < 0
f ′′(x) = 0 for x = 0
f ′′(x) < 0 for x > 0

A saturation is called clipping if it is defined like:

f(x) =





a for x ≤ a
x for a < x < b
b for x ≥ b

so, it is perfectly linear in the range[a, b], and clips (cuts)
the signal if it is out of the range.

1.2 Harmonic analysis

We usually study a transfer function analyzing its behaviour
on a sinusoidal signal: in fact, feeding a nonlinearity with
a sine source, results in a signal made by an harmonic se-
ries whose frequency is integer multiple of the original sine.
If we want to calculate the amplitude of the harmonics, we
only need to perform the Fourier analysis over a period of
the waveform out of the nonlinearity. In the next section
we are going to study the relation between the shape of the
nonlinearity and its sonic result. Here is one of the most
common error: many of us suppose that these rules are
valid for all kind of signals, and a transfer function is of-
ten choosen according to the spectral content that we want
to obtain; for example, if we want second harmonic into
a mix, we may suppose to choose an even transfer func-
tion. But this is true only for a sinusoidal signal, with no
other partials than the foundamental. For example, if we
have a signal with two components, one at 1KHz and the
other at 1.2KHz, we may suppose that a nonlinearity pro-
duces two harmonic series, the first with partials multiple
of 1KHz, and the other with partials multiple of 1.2KHz,
so the result is a signal with component at 1KHz, 1.2KHz,
2KHz, 2.4KHz, 3KHz, 3.6KHz, etc But this is absolutely
false! The real signal has also the intermodulation products,
so there are inharmonic components and partials extended
into all the spectrum, also under 1KHz. A formal demon-
stration of this fact is quite complex and requires a lot of
mathematics, so I’m only giving an intuitive explanation.
Take the example above: two sinusoids, one at 1KHz and
the other at 1.2KHz, make a signal whose period is a com-
mon multiple of the two periods; so, in this particular case,
the first sinusoid completes 5 cycles in the same time the
second one completes 6 cycles, so the resulting signal has
a frequency of10005 = 1200

6 = 200Hz. So, if you apply
a nonlinearity to this signal, you should expect partials at
multiples of 200Hz. Now think of a signal like a complete
mix, that is much more complex than two sinusoids; a mix
is not a periodic signal, that is the period has infinite time or
the base frequency is 0, so a nonlinearity creates harmon-
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ics on all frequencies. This is not a formal explanation of
intermodulation, but can give a rough idea of this effect.

2 Hard and soft saturations

Let’s begin with one of the most important characteristic of
saturations, the sharpness of the curve, or what many people
call hard or soft. Clipping is certainly the hardest saturation,
because the transition from the linear zone to the nonlinear
one is not progressive; the function is perfectly linear under
the threshold, but cannot exceed it. A saturation is called
soft if the transition from the linear to the nonlinear zone
occours gradually or, in other words, if the function is al-
ready nonlinear before the threshold. Here is an example of
a soft saturation:





1
2 for x ≥ 1

− 1
2x2 + x for 0 ≤ x < 1

1
2x2 + x for −1 < x < 0
− 1

2 for x ≤ −1

Here, the function reaches the threshold level very gradu-
ally, with a parabolic law.

Now let’s compare hard and soft saturations from a per-
ceptual point of view. We are especially interested in finding
a creative use of them. It is quite easy to understand that the
clipping...

1. creates more evident effects on the sound, because of
its sharp shape;

2. does not create harmonics for low level signals (in-
side the range [a, b]), but when the signal exceeds the
threshold it immediately begins to produce a lot of
harmonics.

3. The more the saturation is hard, the more the series of
harmonic’s amplitudes decrease slower.

4. The more the saturation is soft, the more it produces
harmonics also for low level signal.

Not necessary these are negative characteristics: for some
application, hard clipping is much more appropriate than
soft saturation, which can produce many unwanted effects.
There are two different kind of applications where satura-
tions are useful: limiting/mastering and compression/warming.
Next sections are about these classes of application.

2.1 Limiting / Mastering

In these applications, soft saturation presents many unwanted
effects; on the other side, hard clipping has many interest-
ing charatteristics that make it very useful. In fact, limit-
ing a mix does not mean distorting it: on the contrary, it
means that we should keep it as cleaner and similar to the

original as possible (that is linear), and on the same time
it cannot exceed a given threshold. That’s why hard clip-
ping is perfect for this task. First of all, clipping is perfectly
linear in all its range: this means that in the greater part
of the mix, the signal is unaltered and perfectly equal to
the original. Then, its action is quite strong on the peaks
of the signal that exceed the threshold. Consider that these
peaks usually correspond with fast transients: consider also
that a typical effect of analog (especially tube) circuits is a
bigger harmonic production on the transients. This effect
is perceived as an increase of the punch in the mix and is
usually wanted by the recording or mastering engineers on
some musical styles, like rock or dance. We can find similar
processes in the studios: exciters can be a first example, be-
cause their working principle is the production of harmon-
ics on the transients. Another example is when percussive
sounds like drums are first compressed, in order to empha-
tize the attacks, and then saturated to get more harmonics on
the attacks. On the contrary, limiting a mix with soft satu-
ration generates too much harmonics of the wrong type and
the acoustical result is a dirty and confused sound. Let’s see
why this happens: a complete mix is a very complex sound
source, because harmonics extend on all the spectrum and
there are many uncorrelated and inharmonic components.
Applying a nonlinearity on a mix creates a great amount
of intermodulation products, that are uncorrelated partials;
these partials are perceived more like noise than harmonic
extension of the mix. If a soft saturation is used, also low
levels signals are in the nonlinear zone, and so the harmonic
production is on the whole mix and not only on the tran-
sients; from a perceptual point of view, this is like a constant
noise that removes crispness and definition from the mix.

2.2 Compression / Warming

This is the opposite situation than the previous section. Here,
the nonlinearity is not applied on a mix (i.e. a complex sig-
nal), but usually on a single instrument or on a simpler and
more regular source. Most of the harmonics in the signal are
well correlated, so a nonlinearity produces many correlated
harmonics, that give the sound a warmer feeling. It is im-
portant to remember that warming does not mean distortion,
so the harmonic production should stop before the feeling
of distortion. Usually on real instrument, a louder note has
a wider spectrum. Thanks to its soft curve, a soft satura-
tion produces gradually more harmonics when the level of
the sound increases, just like real instrument. On the con-
trary, a hard clipping cannot reproduce this effect, because
the production of harmonics begins suddenly when the level
exceeds the threshold.



3 Symmetric / Asymmetric

A transfer function f is called symmetric if:

f(−x) = −f(x)

This means that a symmetric transfer functions has the same
effects both on the positive and on the negative halfwaves
of the signal. Feeding a symmetric transfer function with
a sine wave, only odd order harmonics are produced: for
example, with a 100Hz sinusoid, the produced harmonics
are on 300Hz, 500Hz, 700Hz, 900Hz, etc On the other side,
an asymmetric transfer function produces harmonics of all
orders, on a sinusoid. Many people think that ”even order
harmonics are more musical correlated than odd order ones,
because they represent an octave, two octave, two octave
and a fifth, three octave... and so on. So, asymmetric trans-
fer functions are better because they produces these ’musi-
cal’ harmonics”. But this is not completely true, and now
we should try to understand why. First of all, they pro-
duces a greater number of harmonics than symmetric trans-
fer functions: in fact, symmetric ones generates only odd
order harmonics, but asymmetric ones generates both odd
and even order harmonics, that is a bigger number of har-
monics. We have already seen that a high harmonic pro-
duction on complex sounds, like mixes, creates many inter-
modulation products that are uncorrelated from the original
harmonic content, so the resulting sound is more dirty and
confused. After that, an asymmetrical function is not suit-
able for limiting at all. The aim of the limiting is containing
the signal into a given range (usually the symmetric digital
0dB). With an asymmetric transfer function, the less com-
pressed side have to remain into its fixed limit, but doing
so the more compressed side is limited below its threshold
and not all the available dynamic is used. The consequence
is that loudness is not maximized because not all the po-
tential headroom is used. Finally, an asymmetric transfer
function produces a lot of DC component; this is obvious
thinking that one side of the signal is more compressed than
the other, so there is more power on one side. There are
some applications where asymmetrical functions are useful,
especially if used very carefully on simple sounds in warm-
ing applications. But my personal opinion is that thinking
asymmetric = tube like = good sound, is not true in a general
case.

4 Static / Dynamic

Many people think that distortion = waveshaping; in their
opinion, each type of distortions can be simulated by choos-
ing an appropriate transfer function. But usually these peo-
ple ask themselves why digital distortions do not sound like
analog ones! The answer is that waveshaping is only one
kind of distortions, probably the more simple and intuitive.

But analog world is much more complex and there are many
other type of distortion that we should consider. The way a
circuit distorts a signal is not invariant over time and dy-
namic levels; many circuits have a ”memory effect” which
discriminates transients and dynamic changes. According
to them, the circuit alters it type of distortion. This is not a
feature intentionally implemented in the circuit design, but
in an intrinsic characteristic of some components. As an
example, we may consider the coupling between two tube
stages: when the grid to cathode voltage is above 0V and the
triode saturates the positive halfwave, the grid resistance get
lower. So, only in the positive halfwave, the coupling ca-
pacitor charges faster because the RC product lowers; in the
negative halfwave the RC time constant returns to its origi-
nal value, so the capacitor discharges slower. The result is a
slow variable DC component on the grid, moudulated by the
dynamic level of the signal. This dynamically changes the
operation point and the transfer function of the tube accord-
ing to the level of the sigal. My opinion is that this is one of
the most important feature that should be considered when
working on saturations. The acoustical result is a greater
production of harmonics on the transients, and this is usu-
ally perceived as more punch on the sound. We should note
an important fact: punch is not the production of harmonics
on transients. Instead, punch is a psychoacoustic phenom-
ena, is a musical term that describes the perception of the
sound and there is no mathematical definition of ”punch”.
The only thing we know is that listening tests have proved
that a production of harmonics on the transients is perceived
as punch, but this is not the definition of punch.

5 DC filtering

A nonlinear process on a signal usually creates DC compo-
nent. Asymmetrical transfer functions produce a big amount
of DC, but also symmetrical ones generates a little amount
of DC. Usually this component should be filtered out, us-
ing a high pass tuned around 20Hz. But there is a situation
where this operation seems impossible: in limiting appli-
cation. In these applications, the transfer function have to
keep the signal inside a given range; but high pass filtering
the saturated signal produces peaks over the threshold, due
to the Gibbs effect, so the signal will be no more limited
into the range. Many listening tests have suggested a par-
ticular chain of processing that do not produce any negative
artifacts on the musical signal: the signal is initially limited,
then high pass filtered around 25Hz and finally clipped a
second time to push it back into the limit range (usually of
the digital 0dB). One may suppose that this double distor-
tion process creates acoustical artifacts, but listening tests
have proved the opposite: in fact, if the extremely low fre-
quencies won’t be filtered out, the sound will loose defini-
tion and presence in its low end.



6 Emphasis

Very often we would like that the action of a nonlinearity
is more evident on a particular range of frequencies but, in
the same time, that the overall frequency response of the
system is flat. For example, in mastering applications high
frequencies can be distorted more than the low; that’s be-
cause the harmonics created on the high frequencies lays
mainly out of the audible range. Instead, a little distor-
tion on the bass frequencies is immediately perceptible, be-
cause it falls into the most sensible frequency zone of the
ear. We can obtain frequency dependent distortions by ap-
plying, before the saturation, an equalizer that emphatizes
the frequencies we want to distort more; finally, after the
saturation, the opposite equalization have to be performed.
Using this chain, the frequency response of the system is
perfectly flat when the signal is in the linear range. For
example, if we’d like 6dB more distortion over 5KHz, we
could place a high shelf filter with +6dB at 5KHz before
the non linear function, and a high shelf with -6dB at 5KHz
after the nonlinearity. We can find a similar chain into ana-
log tape recorders. The high frequencies of the signal are
emphatized before writing on the tape: then the tape satu-
rate (quite symmetrically) the emphatized signal and finally,
during the playback, de-emphasis is performed to bring the
signal to its original spectral balance. Many recording en-
gineers like this kind of processing, and some of them talk
about warming.
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